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Abstract. We demo an IR system for municipal council meetings only available
in video format. The system uses Whisper to turn speech into text. Three IR sys-
tems were compared in a user study: BM25/TF-IDF, KNN ranking on MPNet
embeddings, and a chatbot prompted with the query and the top k highly ranked
passages. Users solved complex information need slightly faster using the chat-
bot, but did not find the correct answer in 23%, whereas these were always found
with the BM25 and KNN rankers. The benefits of the IR system compared to no
system were huge: problem solving time dropped from around 2 minutes to half
a minute and the miss rate from 69% to 0%.
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1 Introduction

We present an IR solution to the following type of information need:

What was the standpoint of political party X on topic Y during yesterday
evening’s municipal council meeting?

As the notes of such meetings are only available as a video recording, this informa-
tion need belongs to the IR field of Open Domain Spoken Question Answering [8]. A
desirable interface would be a chatbot which generates a short summary together with
one or more entry points in the video to which the answer can be attributed [10]. The
main challenge already mentioned in Allen 2002 [1] is present in this scenario: both the
data and the information need frequently contain named entities and out of vocabulary
words [12]. Even with reasonable Automatic Speech Recognition (ASR) quality, this is
problematic for the often used QA pipeline consisting of a fast short passage retrieval
using a traditional or learned sparse index, followed by an expensive top N passage
reranker, followed by an answer generation step by an LLM prompted with the query
and a few top ranked passages [7].

We were curious whether the reported very high ASR quality of Whisper [11], even
for a relatively small language as Dutch, could make this sketched QA pipeline based
on passage retrieval from ASRed text feasible. We built a complete system including
a well working interface in order to evaluate every module in the pipeline. In the user
evaluation, we compared the problem solving speed of various search systems ranging
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from BM25 to a chatbot. This involved both the time to find, and to verify the correct
answer.

Our main findings show that Whisper, even on the Dutch language, generates fairly
accurate transcriptions with a word error rate of 10%. The speaker segmentation model
used had a diarization error rate of 7%. Both these models are easily run on consumer
grade GPUs, with a real-time processing factor of around 30.

In the user evaluation, we found that the search engine significantly reduced average
task completion times, decreasing from 113 to 30 seconds. The chatbot achieved an
average response time of just 14 seconds. However, in almost a quarter of the tests,
the user did not find the right answer with the chatbot, whereas With BM25 and KNN
vector search, the success rate was 100%.

A working prototype is available at https://videotulen.wooverheid.
nl/#/gemeente/hoekschewaard/vergaderingen/2023/1068571 (the
chatbot is switched off because of the high costs of the GPU, but will be working in the
demo), and a video demonstrating the system at https://surfdrive.surf.nl/
files/index.php/s/5xufxXWiFJ99c1M. All code and manually annotated test-
data is available at https://github.com/deboradum/videotulen.

2 Description of the system

The input data consists of over 3000 hours of automatic video recordings of munici-
pal council meetings in six different municipalities. All meeting archives were obtained
from municipality-managed websites specifically designated for hosting council meet-
ing recordings, in compliance with Dutch legal requirements. In our corpus, these had
a mean length of 2 hours, 10 minutes (N=1.020, σ = 69). The audio quality is high,
as each speaker has a separate microphone. The video automatically zooms in on the
person that speaks and this works rather well. The videos are divided into “chapters”
corresponding to the agendapoints of the meeting (µ = 11.5, σ = 8.6). The agenda-
points were available as text consisting of just a few (often very general) terms.

2.1 Automatic speech and speaker recognition

We use OpenAI’s Whisper ASR [11] to generate transcriptions of the input videos.
The speaker segmentation model pyannote.audio [3] extracts which unique speakers
are speaking at what moment in the video. The data obtained from both models is then
combined to define speaker turns. These speeches will be the indexed units in the search
system. The voice profiles of all unique speakers are embedded using pyannote.audio as
well. Profiles are linked to speaker names in a one-time manual process. These named
voice profiles allow users to filter their search to specific speakers.

2.2 Search engine

The units of retrieval, the speeches, are indexed using TF-IDF weighting and are also
stored as dense vectors after embedding them using multilingual MPNet [14]. We used
Weaviate [5] as both a vector database and a search engine. The search engine allows
for three distinct search methods: keyword search with BM25 ranking; top k nearest
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https://github.com/deboradum/videotulen


Spoken Question Answering on Municipal Council Meetings 3

neighbors measured by the cosine similarity between the embedding of the query and
those of the documents; and a tunable hybrid between these two. The hybrid search
score is given by a weighted linear combination of the ranks of both search methods
using the reciprocal rank fusion formula from [4].

2.3 Chatbot

Given a natural language question Q, the chatbot is prompted with Q and the top 3
highest ranked speeches given Q. We experimented with two LLMs: a locally running
instance of Meta’s Llama3 and OpenAI’s GPT4o. In order to prevent hallucinations,
the LLMs are specifically instructed to not answer questions if the answer is not in the
provided speeches, unless the user asks for a question explaining a concept mentioned
in the video. The following prompt (in Dutch) was used:

Je bent een behulpzame assistent die vragen over gemeente vergaderingen
beantwoord. Je krijgt bij elke vraag context meegestuurd waar je je antwoord
op moet baseren. Als het antwoord niet in de context staat, laat dit weten en
verzin geen antwoorden. Generieke vragen kan je beantwoorden met je eigen
kennis.

Which translates to:

You are a helpful assistant that answers questions about municipal meetings.
You will receive context with each question, and your answers must be based
on this context. If the answer is not in the context, indicate this and do not fab-
ricate responses. You may answer generic questions with your own knowledge.

2.4 Interface

Figure 1 shows the interface; area (1) in the figure contains a clickable scrollbox con-
taining the hierarchical "table of contents" consisting of agenda-points divided into
speeches which are displayed on mouse hover. All available meeting topics can also
be found in area (3). Area (2) and (4) respectively show the search and chatbot areas. In
the search area, one can filter search results for specific topics and speakers. Users can
also choose between the different search methods.

3 Evaluation

The entire analysis preprocessing phase is easily ran on consumer-grade GPUs. The
Whisper large v3 model requires roughly 10GB of VRAM, with a real-time factor 30-
40x, depending on the GPU. pyannote.audio only requires about 8GB of VRAM and
also has has a real-time factor of about 30-40x.

To test the performance of Whisper on the dataset, we manually transcribed 40 min-
utes (3.349 words) of random audio chunks across seven different meetings from five
years and three municipalities. After standard pre-processing of the data, we recorded
an average (over the 7 meetings) word error rate (WER)1 of about 10%, with a median
of 9%.

1 Recordings of Zoom meetings during the Covid-era had a significantly worse WER. Without
these, average WER is 8%.
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Fig. 1. Interface of the council meeting video spoken QA system.

Speaker recognition performance is generally benchmarked by four different met-
rics: confusion rate, the duration of speaking with an incorrect speaker, false alarm
rate, the duration of non-speech incorrectly classified as speech, missed detection rate,
the duration of speech that is incorrectly classified as non-speech and diarisation error
rate, which is the ratio of the sum of these three and the duration of the ground truth. We
manually annotated the above mentioned 40 minutes with speaker and speech ground
truth. To account for systematic differences in the beginning and ending of speeches, we
performed 3 tests using collars [9]: without collar and with a 250- and 500-millisecond
collar. A 250 millisecond collar means that the 125 milliseconds before and after each
speaker change is excluded from the evaluation. With a 500ms collar, the average (over
the 7 meetings) confusion, alarm and missed detection rates were 0.9%, 3.74%, and
11.54%, respectively, resulting in an average diarisation error rate of 7%.

To determine the effectiveness of the developed search system, we gave a test group
of 13 participants the task to answer a factoid question with an answer contained in the
recorded council meeting. One of the questions was: What are the expected advantages
of the installation of green areas surrounding underground trash containers? Each par-
ticipant got five randomly selected questions combined with a unique search method or
the traditional method of manually scrolling through the video file. If no answer could
be found within three minutes, the search counts as a failure.

We found that without any search help, the average time to find the answer was 113
seconds, with a 69% miss rate. Vector search, BM25 and hybrid search led, on average,
to an answer in 32, 31 and 41 seconds, respectively. Unlike answering the questions by
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watching the video, all searches led to the correct answer, a miss rate of 0%. The chat
functionality led to an answer even faster; in 14 seconds on average, but with a miss rate
of 23%. Note that this average time includes time to formulate and type the question, as
well as scanning the LLM’s response.

4 Related work

IR on spoken documents is harder than IR on text because of two main reasons: imper-
fect ASR quality and the difficulty of browsing audio and video [1]. For ad hoc search,
the first reason turned out not a problem after 4 years of TREC spoken document re-
trieval [6], basically because documents are long enough to have correctly recognized
keyword matches. The second reason can be overcome with systems which do entry
point retrieval, but these, just as QA systems, index much smaller passages, and thus
the query-document mismatch plays up again [2,13]. Neural end to end systems starting
with a spoken question bypass ASR and achieve good results on passage retrieval [8].
Because of the reported high ASR quality of OpenAI’s Whisper [11], also for smaller
languages, we wanted to see how well proven cheap non-neural IR methods faired with
QA on spoken documents.
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